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Figure 1: (a) Lattice Menu allows users to perform stable target-assisted gaze gestures by providing a lattice of visual anchors. 
(b) Distribution of eye saccade landing positions on Lattice Menu collected from User Study 2 (n ≈ 300,000). 

ABSTRACT 
We present Lattice Menu, a gaze-based marking menu utilizing a 
lattice of visual anchors that helps perform accurate gaze point-
ing for menu item selection. Users who know the location of the 
desired item can leverage target-assisted gaze gestures for mul-
tilevel item selection by looking at visual anchors over the gaze 
trajectories. Our evaluation showed that Lattice Menu exhibits a 
considerably low error rate (~1%) and a quick menu selection time 
(1.3-1.6 s) for expert usage across various menu structures (4 × 4 
× 4 and 6 × 6 × 6) and sizes (8, 10 and 12°). In comparison with a 
traditional gaze-based marking menu that does not utilize visual 
targets, Lattice Menu showed remarkably (~5 times) fewer menu 
selection errors for expert usage. In a post-interview, all 12 subjects 
preferred Lattice Menu, and most subjects (8 out of 12) commented 
that the provisioning of visual targets facilitated more stable menu 
selections with reduced eye fatigue. 
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Hands-free system control with a gaze-based menu [1, 16, 35] has 
become more viable with the advancement of eye tracking tech-
nology. In particular, the integration of eye trackers into major 
augmented reality (AR) and virtual reality (VR) headsets, such as 
Hololens 2, Vive Pro Eye, and FOVE VR, makes a gaze-based menu 
more feasible for AR/VR applications. 

A marking menu [17, 19] ofers fast selection skills for expert 
users by drawing a mark in the direction of the desired menu item. 
Users who already know the location of the desired item in the 
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menu do not have to navigate a hierarchical menu [4, 27] step by 
step. The gradual transition from novice to expert is supported as 
physical actions made by a novice (i.e., navigating the GUI menu 
for selecting the desired item) become rehearsal of expert gesture 
skills [18]. Transferring these benefts of a marking menu into the 
gaze input domain, i.e., gaze-based marking menus, is a valuable 
research goal. 

Border-crossing selection [35] (Figure 15a) is a frst step for 
realizing gaze-based marking menus. It allows users to select a 
menu item by crossing the border of a pie slice with their eye 
movements. Expert users can perform a fast selection skill with 
successive border-crossing eye movements (i.e., zig-zag gaze ges-
tures) that mimic the hand-drawn mark of the original marking 
menu. A gradual transition from novice to expert is also supported 
because users can memorize the required gaze gesture path up to 
the target command over time. Urbina et al. [35] reported that the 
border-crossing selection method produced a better performance 
than a dwell-based method. 

However, using gaze gestures “in the air” (i.e., border-crossing 
[35]) for a marking menu can be error-prone because there are 
several unwanted options located adjacent to a single wanted item 
in a menu structure. In previous studies on eye gaze gestures 
[6, 8, 10, 22, 25, 37], researchers have proposed the use of visual 
targets to anchor the gaze for accurate eye movements. EyeDraw 
[8] uses a grid of dots and was reported to be helpful for eye-
drawing tasks. In the EyeWrite interface [37], small visual anchors 
are placed at the four corners of the input box to support precise eye-
typing movements. Inspired by previous studies [8, 10, 22, 37], we 
attempted to integrate visual anchors into the gaze-based marking 
menu technique to facilitate stable eye control. 

Herein, we present Lattice Menu, a gaze-based marking menu 
with a lattice of visual anchors for supporting accurate gaze point-
ing. As depicted in Figure 4, users can select a menu item by looking 
at the corresponding visual anchor outside the border of the pie 
slice. Experienced users, who already know the location of the de-
sired item in the menu, can perform target-assisted gaze gestures 
over the lattice of visual anchors. In this study, we implemented 
and evaluated Lattice Menu technique in a VR environment. 

In the remainder of this paper, we review related works, describe 
the design of Lattice Menu, and explain the overall structure of the 
user study. Preliminary studies are frst described to demonstrate 
the process of optimizing the Lattice Menu technique. Subsequently, 
we evaluate the performance of the designed Lattice Menu on vari-
ous menu layouts (tested structures, 4 × 4 × 4 and 6 × 6 × 6; menu 
radius, 8, 10, and 12°) in User Study 1. Finally, we compare the 
performance of Lattice Menu with the traditional border-crossing 
marking menu [35] that does not utilize visual targets in User Study 
2. 

The main contributions of this study are as follows: 

• We introduce Lattice Menu, a gaze-based marking menu 
technique that supports target-assisted gaze gestures on a 
lattice of visual anchors. 

• Through empirical evaluation, we show that Lattice Menu 
provides a stable user control with a remarkably low error 
rate (~1%). 

2 RELATED WORK 

2.1 Marking Menu Technique 
A marking menu [19], initially proposed in the hand-based input 
domain (e.g., stylus and mouse), is a radial menu that allows users to 
make a selection by drawing a mark to the desired item. The original 
marking menu ofered two diferent modes for selection; novice 
users wait for a certain amount of time after pressing the input 
device to trigger the display of the GUI menu (menu mode), whereas 
expert users simply draw a mark to the desired item without waiting 
(mark mode). The marking input is scale-invariant through the post-
processing of gesture decoding. 

Meanwhile, Henderson et al. [7] recently questioned the neces-
sity of the delayed display and mode separation. They failed to 
reveal the obvious performance advantage compared to the imme-
diately displayed design without a mode separation. We are now 
curious about the essential aspects of a marking menu. 

We believe that there are two fundamental benefts in a marking 
menu; (1) support for faster menu selection through a gestural input, 
i.e., a mark, and (2) the principle of rehearsal [19], i.e., a gradual 
transition from a novice to an expert. We believe that the separate 
modes or the scale-invariance may be just a means to achieve these 
goals. 

Lattice Menu does not separate modes for selection, nor does 
it have scale-invariant features. However, we call Lattice Menu 
a marking menu because it supports (1) expert skills through a 
gestural input (i.e., target-assisted gaze gesture) and (2) the principle 
of rehearsal; eye movements for novice users’ selection become 
rehearsals for expert skill. Lattice Menu is a new marking menu 
designed for the eye gaze input domain. 

2.2 Gaze-Based Marking Menu Techniques 
Despite their potential benefts, only a few studies [1, 9, 35] have ex-
plored gaze-based marking menu designs. Border-crossing selection 
[35] was the frst step for a gaze-based marking menu technique. 
The border-crossing marking menu allows users to select a menu 
item by crossing the border of the pie slice with eye movements 
(Figure 15a). Expert skill with successive border-crossing eye move-
ments, i.e., gaze gestures, can be supported. This approach was also 
reported to be efective for preventing an unintentional selection 
compared to dwell-based menu selection [21, 34]. 

Huckauf et al. [9] introduced the pEYE depicted in Figure 6b, 
which employs a pizza-crust-like area for gaze pointing guidance. 
Their study on pEYE did not focus on an investigation of the mark-
ing menu technique (e.g., expert-level hierarchy); however, the idea 
of visual guidance for stable eye control is valuable. We compare 
the performance of the pEYE design with our approach in Section 
3.4. 

StickyPie [1] was recently proposed to overcome the overshoot-
ing problem (i.e., unwanted menu selection owing to the overshot 
border-crossing eye movement) of the traditional technique by lo-
cating the sub-menu on the estimated saccade landing position. An 
evaluation of StickyPie showed a faster menu selection time and 
a lower error rate than the traditional technique [35]. We consid-
ered performance comparison of ours with StickyPie, but we had 
a practical difculty. Careful setting of parameters is crucial for 
the optimal performance of StickyPie, but the parameters used in 
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Figure 2: Previous studies that adopted visual targets for sta-
ble gaze gestures. (a) [22], (b) [37], and (c) [8] 

the published paper could not be adopted because the interaction 
context of the StickyPie difers from that of ours (e.g., eyes-only 
input vs. head-combined gaze input). As our focus in the current 
study is to validate the efectiveness of the provisioning of visual 
targets, we decided to compare ours with the traditional border-
crossing marking menu [35] in this study. Instead, we compared 
the reported performances of StickyPie with ours in Section 8.4. 

2.3 Target-Assisted Gaze Gesture 
Majaranta et al. [22] noted that "Having something to look at not only 
guides the gaze but also avoids the need to perform unnatural, poten-
tially uncomfortable gaze gestures". Previous studies [6, 8, 10, 25, 37] 
have employed visual targets for achieving stable gaze gestures, i.e., 
target-assisted gaze gestures. Drewes et al. [6] compared three gaze 
gestures with and without visual targets and reported that many 
subjects failed to perform complex gaze gestures without the help 
of visual targets. As shown in Figure 2b, EyeWrite [37] utilized small 
point targets in the four corners to support stable gaze gestures for 
text entry. EyeDraw [8] shown in Figure 2c utilized a grid of dots 
for eye-drawing tasks and reported that it was helpful to EyeDraw 
users. 

Inspired by previous studies, Lattice Menu was designed to allow 
users to perform target-assisted gaze gestures over the lattice of 
visual anchors. Compared to gaze gestures “in the air” without any 
target to look at [13], users can achieve more stable menu selections. 
In the preliminary studies of this paper, we further explore several 
design dimensions of visual anchors to better support the target-
assisted gaze gestures. 

3 LATTICE MENU 
Lattice Menu is a gaze-based marking menu with a lattice of vi-
sual anchors that helps accurate gaze pointing. Users can select a 
menu item by looking at the corresponding visual target (i.e., vi-
sual anchor) outside the border of the pie slice. When the eye gaze 
enters the Item Selection Zone (Figure 3a) around the visual anchor, 
a corresponding menu item is immediately selected. Experienced 
users, who already know the required trajectory to the desired item, 
can perform target-assisted gaze gestures over the lattice of visual 
anchors as depicted in Figure 4b. In this study, we implemented and 
evaluated the Lattice Menu technique in a VR environment, under 
a three-level hierarchical menu structure, covering 64 commands 
for a 4 × 4 × 4 menu structure, and 216 commands for a 6 × 6 × 6 
menu structure. 

Figure 3: (a) Controllable parameters of Lattice Menu. (b) 4 
× 4 × 4 Lattice Menu. D1, width of visual anchor; D2, width 
of Item Selection Zone; D3, efective radius of Lattice Menu, 
and D4, radius of visual pie. 

3.1 Head-Fixed Menu vs. World-Fixed Menu in 
AR/VR 

There can be two types of menus in the AR/VR environment: (1) a 
menu that is fxed at the headset display, Head-Fixed Menu (i.e., a 
menu that follows users’ head movement) or (2) a menu located in 
a fxed coordinate of the AR/VR world, World-Fixed Menu. An eyes-
only input is used for the Head-Fixed Menu, and a head-combined 
gaze input is used for the World-Fixed Menu. 

Validation in the World-Fixed Menu setup has the advantage 
of being compatible with an external, stationary eye tracker (e.g., 
for smart TV) environment, because a head-combined gaze input 
is utilized in both cases. By contrast, validation in the eyes-only 
input (Head-Fixed Menu) setup also has its advantage, being the 
only possible option when 3D sensing for the surrounding space is 
incapable of (e.g., smart glasses without 3D sensing capability). In 
this study, we decided to validate our Lattice Menu technique in 
the World-Fixed Menu setup. 

3.2 Design Rationale 
The controllable parameters of Lattice Menu and our chosen values 
are shown in Figure 3a. In this section, we describe the rationale of 
our design. First, we decided to use a circular-type visual anchor, 
which is commonly applied in gaze pointing tasks [8, 10, 22, 31, 37]. 
We decided to set D1 (the width of the visual anchor) to 1.5° referring 
to the fxation target size adopted in previous vision studies [31]. In 
addition, D2 (the width of the Item Selection Zone) was determined 
to be 4° considering the advertised tracking accuracies of major 
VR headsets [11, 12, 26], which are better than 2°; the advertised 
tracking accuracy of the FOVE [11] is 1.15°, and that of HTC Vive 
Pro Eye [12] is 0.5-1.1°. 

For the menu size (D3: the efective radius of Lattice Menu), we 
used 10° as the base size, allowing a single-level menu selection to 
be performed with a comfortable eye-only movement (i.e., within a 
range of ± 15° [24]), and multi-level target-assisted gaze gestures 
to be performed with a comfortable head-combined eye movement 
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Figure 4: Illustration of (a) novice user behavior and (b) experienced user behavior of Lattice Menu. 

[29]. Preliminary studies were conducted with the base size (10°). 
In User Studies 1 and 2, three menu sizes, i.e., 8° (small), 10° (base), 
and 12° (large), were tested for a broader evaluation. 

Finally, for D4 (the radius of a visual pie), the need for this 
parameter has to be explained frst. The reason we do not simply 
set D4 same with D3 (i.e., the reason we make visual pie smaller 
than the efective radius of Lattice Menu) is to separate the area of 
the visual pie from the Item Selection Zone as shown in Figure 3a. 
In an informal pilot study, unintentional selection errors frequently 
occurred while reading item labels when D4 was the same as D3. 
However, after we separated the visual pie from the Item Selection 
Area, the errors were efectively reduced. This observation implies 
that the visual pie can “capture” eye gaze of the user inside the 
boundary, which is consistent with the previous fnding that the 
“eyes prefer to stay within the same object” [33]. 

3.3 Distance from Content to Item Selection 
Zone 

If the menu item contents (e.g., label texts) are located too close to 
the Item Selection Zone, unintentional selection errors can easily oc-
cur during a visual search of the items. For the contents placement 
guidelines, we conducted a pilot study (n = 10) to examine the efect 
of the distance from the menu item content to the Item Selection 
Zone on the error rates. We collected 540 Novice Trials (described 
in Section 4.3) for each 1° to 5° Distance conditions under 4 × 4 × 
4 menu structure with the base menu size (10°). The order of the 
conditions across subjects was counterbalanced using a Balanced 

Figure 5: Distance from item label to Item Selection Zone and 
the observed error rates for each condition. 

Latin Square. The results are shown in Figure 5 and a Friedman test 
revealed that the efect of the Distance on the error rates was sig-
nifcant (χ2(4) = 15.653, p < .005). The results imply that a Distance 
of 3° or more is required to prevent unintentional errors during the 
visual search of the menu contents, which is consistent with the 
previous gaze-based menu guidelines [1]. From this observation, 
we fxed the Distance to 3° in the remaining studies. 

3.4 Comparison with pEYE 
Our design was inspired by pEYE [9] shown in Figure 6b. The 
pEYE employed a pizza-crust-like area outside the border for gaze 
pointing guidance. We decided to compare the performance of the 
two designs through a pilot study. We expected that a more localized 
point target would better support a stable gaze control than the 
pizza-crust-like target of pEYE. 

To validate our expectations, we conducted a 2-day in-lab pilot 
study (n = 6). We collected 120 Novice Trials and 240 Experienced 
Trials (described in Section 4.3) of the menu selection task for each 
technique under the menu layout depicted in Figure 6. The order of 
the conditions was counterbalanced across the subjects. As a result, 
we observed generally higher error rates in pEYE. Particularly for 
Experienced Trials, pEYE showed error rates six-times higher than 
Lattice Menu (1.1 vs. 6.1%), which validates our initial expectation 
and the superiority of the Lattice Menu design. 

Figure 6: Areas for item selection in (a) Lattice Menu and (b) 
pEYE [9] 
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Figure 7: Sequence of user tasks in VR testing program. (a) After memorizing given item sequence (i.e., K-N-E), subjects dwell 
over start button, and (b) select items using Lattice Menu. (c) Results are shown after each trial (i.e., correct). (d) After repeating 
each sequence four times, subjects pressed space bar to obtain new target items. 

4 USER STUDY OVERVIEW 
In preliminary studies, we explored several design dimensions of 
visual anchors to optimize and fnalize our Lattice Menu design. 
In User Study 1, we evaluated the designed Lattice Menu across 
various menu layouts (tested structures of 4 × 4 × 4 and 6 × 6 × 6, 
and tested radii of 8°, 10°, and 12°). In User Study 2, we compare the 
performance of Lattice Menu with the traditional border-crossing 
marking menu [35] that does not utilize visual targets. 

4.1 Participants and Participant Screening 
Process 

A group of 12 subjects (4 females, mean age of 24.0 and SD of 5.3) 
participated in preliminary study 1 (days 1 and 2), preliminary study 
2 (day 3), and User Study 1 (day 4) on consecutive days. Afterward, 
for a fair comparative study, a new group of 12 subjects (three 
females, mean age of 22.0 and SD of 2.0) with no prior experience 
of Lattice Menu was recruited for User Study 2. Each subject was 
paid 15,000 KRW (≈ 13 USD) per hour as a reward. 

The width of the Item Selection Zone, as shown in Figure 3, was 
chosen at 4°. This decision was based on the advertised tracking 
accuracies of major VR headsets, which are better than 2°; the 
advertised tracking accuracy of the FOVE [11] is 1.15°, and that of 
HTC Vive Pro Eye [12] is 0.5-1.1°. However, FOVE that we used in 
this study exhibited tracking errors larger than 2° for some users. 
Therefore, we had to screen two and four applicants from the frst 
and second groups, respectively, who repeatedly showed tracking 
errors larger than 2° in a 9-point accuracy test we developed. 

4.2 Common Apparatus 
Lattice Menu was implemented in a VR environment using Unity. 
FOVE [11], a VR headset with an integrated eye tracker was used. 
FOVE has a display resolution of 2560 × 1440 pixels and a feld of 
view of 100° with a frame rate of 70fps. The built-in binocular eye 
tracking system of FOVE has a sampling rate of up to 120 Hz. 

The ray casting of the eye gaze was computed using the gaze 
origin and gaze vector collected from each eye. The 2D gaze po-
sitions hit on the rendered menu plane were computed using the 
gaze rays from both eyes. A combined gaze position was calculated 

by averaging left/right 2D gaze positions. The eye cursor indicat-
ing combined gaze position was visualized with a dark-gray circle 
(diameter of 0.5°) as shown in Figure 7d. 

4.3 Common Task and VR environment 
Figure 7 shows how subjects performed the task using the VR 
testing program. First, three menu items (e.g., K-N-E) to be selected 
in each menu level are shown. After memorizing the target items, 
subjects can stare at the start button for 1 s to start a task trial. After 
the menu selection is made, the result of the trial is provided, as 
shown in Figure 7c (i.e., correct or incorrect) 

The same target items (e.g., K-N-E) were repeated four times to 
simulate an expert user performance. In the frst trial of repetition, 
subjects should navigate the GUI menu to fnd the target items. 
In the latter trials of repetition, subjects were able to follow the 
known trajectory up to the target item they found before. They 
were informed about the strategy of the target-assisted gaze gesture, 
consecutively looking at visual anchors along the way. After four 
repetitions with the same target items, subjects could obtain a new 
target item by pressing the space bar (Figure 7d). When the space 
bar was pressed, new randomized target items were provided to 
subjects. The item (i.e., letters) arrangement of the menu was also 
randomized. 

In this study, we denote the frst (#1) trials of repetition as Novice 
Trials, and the third and fourth (#3 and #4) trials as Experienced 
Trials. To test a range of menu positions, we randomly chose an 
appropriate number of target item paths from 0-bent, 1-bent, and 
2-bent, depicted in Figure 8, for testing. 

Figure 8: Diferent types of target item paths used in our 
studies. 
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Figure 9: Lattice Menu with Progressive Unfolding efect; Pro-
gressive Latice Menu 

4.4 Common Procedures 
Subjects sat on a chair and were instructed on how to conduct the 
task through a demonstration video before starting the experiment. 
After putting the headset, the eye tracker was calibrated using the 
default calibration method of FOVE, and subjects could request a 
recalibration when they felt a mismatch with the position of the 
eye cursor. They were instructed to perform the task as accurately 
and quickly as possible and were informed that they could use eye 
and head movements together. Subjects took a short break between 
each block or experimental condition to relieve eye fatigue. 

5 PRELIMINARY STUDY 
Preliminary user studies were conducted to fnalize our Lattice 
Menu design. Here, we explore several design possibilities that can 
signifcantly afect the usability of Lattice Menu. Experiments were 
conducted under the baseline menu layout (menu structure of 4 × 
4 × 4, efective radius (D3) of 10°, and visual pie radius (D4) of 8°). 

5.1 Preliminary Study 1: Progressive Unfolding 
Efect 

Visual distraction owing to the lattice of visual anchors on the 
screen is a critical usability problem of Lattice Menu. As a solution, 
we devised the Progressive Unfolding efect. When the efect is 
activated, Lattice Menu does not show all lattices but progressively 
unfolds the visual anchors used for the item selection of the current 
menu level. For instance, as shown in Figure 9, four visual anchors 
at menu level 1 are visible from the beginning, and, when a user 
looks at one visual anchor to make a selection, another four visual 
anchors immediately appear. 

In preliminary study 1, we examined the efect of the Progressive 
Unfolding Efect on the user performance. We compare the perfor-
mance of Lattice Menu with and without the Progressive Unfolding 
Efect (Progressive Lattice Menu vs. Full Lattice Menu). The exper-
iment was a one-way within-subject design with the following 
independent variable and levels. The order of the conditions was 
counterbalanced. 

• MenuType: Progressive Lattice Menu, Full Lattice Menu 

5.1.1 Procedure. For each MenuType, the same six target paths (two 
each from 0-bent, 1-bent, and 2-bent, depicted in Figure 8 chosen at 
random) were tested. One block consisted of 48 trials (2 MenuType 

Figure 10: Mean of CT (s) and ER (%) from preliminary study 
1. Error bars show standard errors, and asterisks indicate sig-
nifcant diferences (p < .005). 

× 6 paths × 4 repetitions) of the menu selection task and a subject 
applied three blocks on the frst day for the interface training, and 
fve blocks on the second day for testing. It took less than 1 h to 
complete the experiment each day. 

5.1.2 Analysis. We collected 720 Novice Trials (2 MenuType × 6 
paths × 5 blocks × 12 subjects) and 1440 Experienced Trials, and 
calculated the task completion time (CT) and error rate (ER). CT was 
measured from the moment the menu was opened, by staring at the 
start button for 1 s, until the leaf menu item was selected. A trial was 
counted as correct only when all three target items were correctly 
selected. Otherwise, it was counted as an error. For the analysis, 
we performed a one-way ANOVA on CT and a Friedman test for 
ER. Because the CT in Experienced Trials violated the normality 
assumption, we performed a Friedman test in this case. 

5.1.3 Result. For the Experienced Trials, the efect of MenuType 
was signifcant on CT (χ2(1) = 8.333, p < .005) but not on ER. The 
Full Lattice Menu showed a signifcantly faster CT than Progressive 
Lattice Menu. For the Novice Trials, the efects of MenuType on both 
CT and ER were not signifcant. 

5.1.4 Post-interview on user experience. Despite the signifcantly 
longer CT observed in Progressive Lattice Menu for Experienced Tri-
als, more subjects (four) preferred Progressive Lattice Menu than Full 
Lattice Menu (two). Subjects who preferred Progressive Lattice Menu 
mainly commented on the discomfort from the visual distraction 
experienced in Full Lattice Menu. Subject p2 said "Showing only 
the necessary anchors makes it easier to maintain my concentration". 
However, subjects who preferred Full Lattice Menu mainly com-
mented on the ease of eye movement planning with visual anchors 
fully shown for up to the last level. However, importantly, most sub-
jects (six) had no particular preference. They commented that they 
did not feel much diference in terms of the selection performance 
once they became familiar with both MenuTypes. 

We had a long discussion on the tradeof between the advantage 
of reducing visual distraction and the disadvantage of increasing 
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Figure 11: Three types of visual anchors used in preliminary 
study 2. 

the menu selection time (0.18s in average) for expert usage that 
Progressive Lattice Menu brings. Finally, we chose to use Progres-
sive Lattice Menu for our fnal design as we judged that the visual 
distraction of Full Lattice Menu can have a more crucial impact 
on usability, particularly in a realistic environment with diferent 
visual contents in the background. 

5.2 Preliminary Study 2: Visual Anchor Design 
- Visual Saliency 

A salient visual target encourages an efortless shift of attention 
[20, 32, 38], and can help with a rapid and accurate eye gaze pointing 
[2, 5, 15]. The visual saliency of the anchors can afect the user 
experience and performance of Lattice Menu. Herein, we compare 
three diferent types of visual anchors: White Point (baseline), Red 
Point, and Cross Point depicted in Figure 11. Red Point is a target 
with a higher visual saliency than White Point in terms of the Color 
Opponency [14]. Cross Point is another salient target with a high 
spatial frequency, and has often been used in previous eye-fxation 
studies [3, 28, 31]. 

In preliminary study 2, we investigated the efect of VisualAn-
chorType on user experience and performance of Lattice Menu. The 
experiment was a one-way within-subject design with the follow-
ing independent variable and levels. The order of the conditions 
was counterbalanced. 

• VisualAnchorType: White Point, Red Point, Cross Point 

5.2.1 Procedure. For each VisualAnchorType, the same six target 
paths (two each from 0-bent, 1-bent, and 2-bent chosen at random) 
were tested. One block consisted of 72 trials (3 VisualAnchorType × 
6 paths × 4 repetitions) of the menu selection task, and the subject 
performed fve blocks without training because they were already 
trained after 2 days of experience. It took approximately 1 h to 
complete the experiment. 

5.2.2 Analysis. We collected 1080 Novice Trials (3 VisualAnchorType 
× 6 paths × 5 blocks × 12 subjects) and 2160 Experienced Trials, and 
calculated the CT and ER. For the analysis, because CT in both Expe-
rienced Trials and Novice Trials violated the normality assumption, 
we performed Friedman tests on both CT and ER. 

5.2.3 Result. For both Experienced Trials and Novice Trials, the 
efects of VisualAnchorType on both CT and ER were not signifcant. 

5.2.4 Post-interview on user experience. In the post-interview, most 
of the subjects (eight) chose the White Point as their preferred con-
dition. For the most disliked condition, a majority of the subjects 
(nine) chose the Red Point. They mainly commented on the draw-
backs of "over-saliency," stating that "It causes unintended gaze shifts" 

Figure 12: Mean of CT (s) and ER (%) from preliminary study 
2. Error bars indicate standard errors. 

(p1), "it was too bright" (p2 and p6), and "I felt higher eye fatigue." 
(p5, p7, p8, p11, and p12). Similarly for the Cross Point, the subjects 
commented on their eye fatigue (p3 and p12). In addition, p6 and 
p11 described that the multiple Cross Points on the screen made 
them feel dizzy. 

We decided to use the White Point for our fnal design. Even 
considering that the White Point might be favorable because the 
subjects were already familiarized with it from preliminary study 
1, negative user experiences regarding the Red Point and the Cross 
Point were crucial. Moreover, we also considered that the White 
Point showed the lowest error rates for both Experienced Trials and 
Novice Trials though the diferences were not statistically signif-
cant. 

6 USER STUDY 1: PERFORMANCE 
EVALUATION 

In User Study 1, we formally evaluated the performance of the 
designed Lattice Menu on various menu layouts with diferent 
menu sizes and structures. Structure implies the number of items 
in each menu level. The experiment was a two-way within-subject 

Figure 13: Various menu layouts tested in User Study 1. 
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Figure 14: Mean of CT (s) and ER (%) from User Study 1. Error 
bars indicate standard errors. 

design with the following independent variables and levels. The 
order of the conditions was counterbalanced using Balanced Latin 
Square. 

• Structure: 4 × 4 × 4 and 6 × 6 × 6 
• Size (D3, Efective Radius): 8, 10, and 12° 

6.1 Procedure 
For each Structure × Size condition, the same six target paths (two 
each from 0-bent, 1-bent, and 2-bent chosen at random) were tested. 
One block consisted of 144 trials (2 Structures × 3 Size × 6 paths × 
4 repetitions) of the menu selection task and the subject performed 
fve blocks without prior training because they were already trained 
after 3 days of experience on the interfaces. It took approximately 
1.5 h to complete the experiment. 

6.2 Analysis 
We collected 2160 Novice Trials (2 Structures × 3 Sizes × 6 paths × 5 
blocks × 12 subjects) and 4320 Experienced Trials, and calculated 
the CT and ER. For the analysis, we performed a two-way ANOVA 
on CT and ER. We applied an aligned rank transform (ART) [36] 
on ER before conducting RM-ANOVA. For a post hoc comparison, 
a paired sample t-test on CT and a Wilcoxon signed-rank test on 
ER with a Bonferroni correction was used. 

6.3 Results 
6.3.1 Experienced Trials. In the case of CT, the efects of both 
Structure (F (1,11) = 10.964, p < .01) and Size (F (2,22) = 19.070, p 
< .001) were signifcant. No signifcant interaction efects were 
observed. The post hoc comparison under each factor revealed that 
there were signifcant diferences between Size conditions (8° vs. 
10°, t = -3.530, p < .05; 8° vs. 12°, t = -5.396, p < .005; 10° vs. 12°, t 
= -3.181, p < .05) and Structure conditions (4 × 4 × 4 vs. 6 × 6 × 
6, t = -3.311, p < .05). In the case of ER, the efect of Structure was 
signifcant (F (1,11) = 4.468, p < .05) whereas the efect of Size was 
not. There was a signifcant interaction efect (F (2,22) = 3.538, p < 
.05). 

Figure 15: (a) Border-crossing marking menu (BorderPie, re-
illustrated from [35]). Example layouts of Latice Menu and 
BorderPie of 10° Size with (b) 4 × 4 × 4 and (c) 6 × 6 × 6 Struc-
ture. 

6.3.2 Novice Trials. In the case of CT, the efects of both Structure 
(F (1,11) = 86.973, p < .001) and Size (F (2,22) = 16.893, p < .001) were 
signifcant. No signifcant interaction efects were observed. The 
post hoc comparison under each factor revealed that there were 
signifcant diferences between Size conditions (8° vs. 12°, t = -8.361, 
p < .005; 10° vs. 12°, t = -3.228, p < .05) and Structure conditions (4 × 
4 × 4 vs. 6 × 6 × 6, t = -8.261, p < .005). In the case of ER, the efects 
of both Structure and Size were not signifcant. 

6.4 Discussion 
For the menu selection time in expert usage (Experienced Trials), we 
observed similar performance between 4 × 4 × 4 and 6 × 6 × 6 (1.38 
vs. 1.46 s on average) which implies that the target-assisted gaze 
gesture with a diagonal eye movement can be easily performed as 
well. We can observe general increase of menu selection time with 
an increase in the number of items (Structure) and menu sizes (Size). 
For Experienced Trials, the efect of Size was dominant, whereas 
for Novice Trials, the efect of the number of items (Structure) was 
dominant. For the selection errors, 6 × 6 × 6 showed generally 
higher error rates than the 4 × 4 × 4 Structure in both novice and 
expert usage. 

For overall performance, Lattice Menu showed considerably low 
error rates (0.7% for 4 × 4 × 4 and 1.4% for 6 × 6 × 6 Structures) 
and short menu selection time (1.3-1.6 s) for expert usage (i.e., 
Experienced Trials). For the novice usage (i.e., Novice Trials), the 
menu item selection took 2.2-2.9 s with an overall error rate of ~4%. 

7 USER STUDY 2: COMPARING LATTICE 
MENU WITH BORDERPIE 

In User Study 2, we compared the performance of Lattice Menu 
with the traditional border-crossing marking menu design [35] 
(BorderPie) that does not utilize visual targets. The purpose of this 
study is to investigate the performance improvement of Lattice 
Menu over traditional technique. 

The experiment was a two-way within-subject design with the 
following independent variables and levels. The order of the Tech-
nique × Structure conditions was counterbalanced using Balanced 
Latin Square. 



Latice Menu: A Low-Error Gaze-Based Marking Menu Utilizing Target-Assisted Gaze Gestures on a Latice of Visual AnchorsCHI ’22, April 29-May 5, 2022, New Orleans, LA, USA 

Figure 16: Mean of CT (s) and ER (%) from User Study 2. Error 
bars show standard errors, and asterisks indicate signifcant 
diferences (p < .05). 

• Technique: Lattice Menu, Border-crossing Marking Menu 
(BorderPie) 

• Structure: 4 × 4 × 4, 6 × 6 × 6 

7.1 Procedure 
The experiment was conducted over 4 consecutive days. Subjects 
experienced diferent Technique × Structure conditions each day. 
Three menu sizes (D3: 8, 10, and 12°) were tested. For each Tech-
nique × Structure × Size condition, the same 16 target paths were 
provided; 1, 6, and 9 paths from 0-bent, 1-bent, and 2-bent were 
randomly picked for 4 × 4 × 4 Structure, and 1, 4, and 11 paths 
from 0-bent, 1-bent, and 2-bent were randomly picked for 6 × 6 × 6 
Structure considering the ratio of paths for each Structure) tested. 
The experiment each day consisted of 192 trials (3 Sizes × 16 paths 
× 4 repetitions) for the training and the same number of trials for 
the testing. It took less than 1 h for a participant to complete the 
experiment each day. 

7.2 Analysis 
We collected 2304 Novice Trials (2 Techniques × 2 Structures × 3 
menu sizes × 16 paths × 12 subjects) and 4608 Experienced Trials, 
and calculated the CT and ER. For the analysis, we performed a two-
way ANOVA on CT and ER. We applied an aligned rank transform 
(ART) to ER before conducting the RM-ANOVA. For a post hoc 
comparison, a paired sample t-test on CT and a Wilcoxon signed-
rank test on ER with a Bonferroni correction were conducted. 

7.3 Results 
7.3.1 Experienced Trials. In the case of CT, the efects of both 
Technique and Structure were not signifcant. In the case of ER, the 
efects of both Technique (F (1,11) = 53.400, p < .001) and Structure 
(F (1,11) = 14.458, p < .001) were signifcant. There was a signifcant 
interaction efect (F (1,11) = 7.446, p < .05). The post hoc comparison 
revealed that there were signifcant diference between pairs (4 × 4 
× 4 Lattice Menu vs. 4 × 4 × 4 BorderPie, Z = -2.703, p <.05; 6 × 6 × 
6 Lattice Menu vs. 6 × 6 × 6 BorderPie, Z = -2.934, p <.05). 

Figure 17: Distribution of saccade landing position for (a) 4 
× 4 × 4 and (b) 6 × 6 × 6 Structures (normalized scale, n ≈ 
300,000 for each plot) from User Study 2 and calculated Mea-
sure of Dispersion with the illustration of ideal menu selec-
tion paths. 

7.3.2 Novice Trials. In the case of CT, the efect of Technique was 
not signifcant; however, the efect of Structure (F (1,11) = 56.855, 
p < .001) was signifcant. No signifcant interaction efects were 
observed. In the case of ER, the efect of Technique was signifcant 
(F (1,11) = 7.060, p < .05), whereas the efect of Structure was not 
signifcant. No signifcant interaction efects were observed. 

7.4 Discussion 
The comparative evaluation showed the remarkably (~5 times) lower 
error rates of Lattice Menu in comparison to BorderPie for expert 
usage (i.e., Experienced Trials). BorderPie in particular showed a 
steep increase in error rate in a 6 × 6 × 6 Structure (12%). This 
observation implies that visual targets can be more benefcial when 
the number of items in each menu level increases. In general, there 
were no signifcant diferences in the menu selection time; however, 
there was a remarkable diference in the error rates. We observed 
approximately 2 (Novice Trials) to 5 (Experienced Trials) times higher 
error rates in BorderPie. The scatter plot of the saccade landing 
positions shown in Figure 17 also indicates the efectiveness of the 
Lattice Menu technique. The lattice of visual anchors allowed the 
users to better follow the ideal paths for selection. 

In the post-interview on user experience, all 12 subjects preferred 
to use Lattice Menu over BorderPie. Most of the subjects (eight) noted 
that they felt more tired with increased eye fatigue when using 
BorderPie. The main comments on Lattice Menu are as follows: 
(1) Having a visual target to focus helps accurate gaze pointing 
(p1, p4, p5, p7, p9). (2) There was not much diference in difculty 
between 4 × 4 × 4 vs. 6 × 6 × 6 Lattice Menu (p5, p6), and (3) 
Lattice Menu was more sensitive to the tracking ofsets because of 
the smaller area used for selection (p4, p5). The main comments 
on BorderPie are as follows: (1) Errors often occur by moving the 
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eyes more than intended (p1, p10). (2) As the menu size becomes 
smaller, unintended selections occurs more frequently (p2, p8, p12). 

Lattic Menu StickyPiee   

Tested Input Head-Combined 
Gaze Input Eyes-only Input 

Reported Menu 
Selection Time 

1.4-2.6s 2.5-3.4s 

Reported Menu 
Selection Error Rate 

2-6% ~15% 

These observed types of errors in BorderPie are consistent with the 
observations in StickyPie [1]. 

8 GENERAL DISCUSSION AND FUTURE 
WORK 

8.1 Design Insight for Gaze-Based Menu 
We share several insights for gaze-based menu design based on the 
observations in this study. 

(1) Visual anchors efectively guide the eye gaze for safe 
menu selection. Several unwanted options are always located 
adjacent to a single wanted item. Because of the ballistic nature 
of human eye movement [23], designing a safe gaze-based menu 
selection is challenging. In this study, we confrmed that the pro-
visioning of visual anchors can safely guide eye movement and 
prevent unintentional selection errors in the gaze-based menu. 

(2) Over-saliency for the visual guidance target results in 
poor user experiences. The visual target for eye guidance should 
be sufciently salient to encourage efortless [20] and accurate 
[5] gaze pointing. However, as observed in preliminary study 2, 
excessive saliency can induce increased eye fatigue and impact the 
overall user experience at the interface. The target saliency must 
be carefully designed for comfortable eye guidance. 

(3) The space for the menu contents (e.g., label texts or 
icons) needs to be separated from the space for the menu 
item selection. Separation of the two spaces allows users to nav-
igate the menu items safely. When two spaces are not separated, 
unintentional selection errors easily occur as observed in the pilot 
study noted in Section 3.2. We suggest making an explicit boundary 
to capture the eye [32] inside the safe region during user menu 
navigation. 

8.2 Applying Lattice Menu in Real Application 
8.2.1 External Validity: Surrounding Environment. We used a plain 
gray background for the controlled experimental setup in this study. 
However, in a real application, the surrounding AR/VR environment 
and UI contents can be dynamic, which should be considered when 
adopting Lattice Menu. We recommend showing Lattice Menu 
under an opaque background if the application context allows the 
background to be occluded. Giving a border to the visual anchor 
circle [22] may also be helpful for distinguishing the anchor from 
the background. 

8.2.2 External Validity: Size and Depth. In this study, we used a 
menu size (D3 in Figure 3) of between 8° and 12° with a three-level 
menu depth. However, depending on the target situation, designers 
may need to limit the size or depth of Lattice Menu. Reducing 
the menu depth to two-level can be efective if the required menu 
capacity of the target application is small (e.g., using 4 × 4 Lattice 
Menu when required number of commands is less than 16). D3 and 
D4 may be reduced until the space limit for the menu contents (e.g., 
icon or text). Using symbolic icons instead of long texts can be a 
good option. Designers can also adjust D2 considering the tracking 
ofset of the eye tracker. 

Table 1: The comparison between StickyPie [1] and Lattice 
Menu 

8.2.3 Design Opportunity: Personalizing Latice Menu. Designers 
can change the parameter values (depicted in Figure 3) to personal-
ize Lattice Menu. Because there are large individual diferences in 
ocular motor control skills and eye tracking ofsets, personalizing 
Lattice Menu is expected to be benefcial. Decreasing D4 (i.e., mak-
ing the visual pie smaller) will be helpful for users who sufer from 
unintentional selection errors during menu navigation because it 
will provide the distance between the visual pie and Item Selection 
Zone. In addition, increasing D2 to greater than 2° will be helpful 
for users who have trouble selecting items owing to the large eye 
tracking ofsets. 

8.3 Head-Fixed Lattice Menu 
As we described in Section 3.1, there can be two types of menus in 
the AR/VR environment; Head-Fixed Menu that uses eyes-only input 
and World-Fixed Menu which uses a head-combined gaze input 
for control. The head-combined gaze input can be comfortable 
[29] for gaze shifts of over 25°, whereas eyes-only input has a 
more limited range of comfortable shifts (~20° [30]). Designers can 
properly utilize each type of menu considering the target use case 
in the AR/VR. (e.g., using Head-Fixed Menu for a global-level menu 
and World-Fixed Menu for a context menu with a certain target 
object) 

In this study, Lattice Menu was implemented and evaluated us-
ing a head-combined gaze input, i.e., a World-Fixed Menu setup. 
Validation in this setup has the advantage of being compatible with 
an external, stationary eye tracker (e.g., for smart TV) environ-
ment because head-combined gaze input is utilized in both cases. 
Meanwhile, validation in the eyes-only input (Head-Fixed Menu) 
setup also has its advantage, being the only possible option when 
3D sensing for the surrounding space is incapable of (e.g., smart 
glasses without 3D sensing capability). 

To design Head-Fixed Lattice Menu with eyes-only control, fur-
ther investigation (e.g., a usable menu size and hierarchy) is neces-
sary considering the diferences in motor skills between eyes-only 
and head-combined eye movements. Eyes-only, Head-Fixed Lattice 
Menu will be further explored in our future study. 

8.4 Comparison with StickyPie 
Similar to this work, StickyPie [1] proposes a way to make the 
gaze-based marking menu less error-prone. StickyPie predicts the 
saccade landing position to prevent overshooting errors, whereas 
Lattice Menu provides visual anchors for stable eye control. Because 
StickyPie and Lattice Menu pursue diferent ideas for the same 
goal, a comparison between the two should be made. However, as 
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described in Section 2.2, a direct comparison was not conducted in 
this study because of practical difculties. 

Instead, we attempted to compare the reported performances of 
each technique. The 6 × 6 × 6 Lattice Menu with an 8° radius condi-
tion tested in User Study 2 of this paper has a similar menu layout 
with the G6 condition (6 × 6 × 6 menu structure with a 7.5° radius) 
in Experiment 2 of the StickyPie study. Both conditions underwent 
a similar level of training (32-64 repetitions). For Experienced Trial, 
menu selection on Lattice Menu (1.4s, 2%) was 1.8-times faster and 
showed almost 8-times lower error rates than StickyPie (2.5 s, 15%). 
For Novice Trial, menu selection on Lattice Menu (2.6s, 6%) was 
approximately 1.3 times faster and showed 3 times less error rates 
than StickyPie (3.4s, 15%). The results of the comparisons are sum-
marized in Table 1. Though the diference in tested input need to 
be considered, we were able to observed remarkably lower error 
rates in Lattice Menu from the reported performances. 

8.5 Cancel and Back Menu Operation 
Although not explored in this study, Cancel (i.e., closing a menu 
without selection) and Back (i.e., a roll-back to the previous menu-
level) are important functionalities for the menu. For Cancel, we 
considered utilizing an eye behavior that does not naturally occur 
during the menu selection process (e.g., long eye winks/blinks). For 
Back, we considered reserving one menu item in each submenu for 
the roll-back operation. With this approach, the 4 × 4 × 4 layout 
can cover 36 commands (4 × 3 × 3), and the 6 × 6 × 6 layout can 
cover 150 commands (6 × 5 × 5). 

9 CONCLUSION 
This study introduced Lattice menu, a gaze-based marking menu 
utilizing target-assisted gaze gestures on a lattice of visual anchors. 
From our empirical evaluation, Lattice Menu showed a consider-
ably low error rate (~1%) and quick menu selection time (1.3-1.6 s) 
on various menu layouts. The distribution of the saccade landing 
position demonstrated the efectiveness of the visual anchors on 
stable gaze guidance. We also shared several design insights for 
the gaze-based menu technique from the observed user behaviors. 
We hope this study can be a meaningful step on realizing practical 
hands-free menu interaction. 
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